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Abstract
This paper proposed a Gain-Scheduling Adaptive of a Proportional-Integral (GSAPI) controller scheme for speed control of three-phase induction motor (IM) drives using a particle swarm optimization (PSO) algorithm to optimize the parameters of the proportional-integral (PI) of the speed controller. The PI gains are allowed to vary within a predetermined range and therefore, eliminate the problems faced by the conventional fixed PI and PSO-PI without gain-scheduling control speed controllers. The performance of the proposed GSAPI speed controller is simulated and compared with the conventional fixed PI and PSO-PI speed controllers under different operating conditions. The tuning of PI speed controller parameters is determined by conventional fixed gains, PSO-PI without gain-scheduling control and on-line. For conventional PI, the PI gains are optimized by Trial-and-error method. For PSO-PI tuning, the PI gains are optimized by PSO. On-line application, PSO gains scheduling adaptively adjusts the controller gains to improve the speed response under different operating conditions. The simulation and experimental results show that the GSAPI can be efficiently used for tuning parameters of the PI speed controller, also a good improvement in transient as well as a steady-state response of the proposed controller over the conventional fixed PI and PSO-PI one.

I. INTRODUCTION

IM can be considered as one of the largest consumers of electrical energy due to its well-known advantages, including robustness, reliability, low price and maintenance-free operation. The IMs are used in both industrial and commercial sectors in a wide range of applications, such as fans, compressors, pumps, conveyors, winders, mills, transports, elevators and home appliances [1-3]. Hence, the research potential of the drive is especially towards development of a speed controller, so that performance of the motor is optimized. The optimized gain values are fed to the controller to simulate the drive [4].

It is well known that a conventional PI-controller is most widely used in industry due to its simple control structure, ease of design and low cost. However, the PI type controller cannot give a good control performance. Moreover, it suffers from disadvantages of slower response, larger overshoots, and oscillation [5]. PI-controllers have been applied to control almost any process in current use, from aerospace to motion control, from slow to fast systems. Alongside this success, however, the problem of tuning PI-controllers has remained an active research area. Furthermore, with changes in system dynamics and variations in operating points, PI-controllers should be returned regularly. This has triggered extensive research on the possibilities and potential of the so-called adaptive PI-controllers. Loosely defined, adaptive PI-controllers aim to avoid time-consuming manual tuning by providing optimum PI-controller settings automatically as the system dynamics or operating points change [6]. To
reduce the complexity of tuning PI parameters by the traditional approach, many random search methods i.e. simulated annealing (SA), genetic algorithm (GA), bees’ algorithm (BA), ant colony optimization (ACO) and particle swarm optimization (PSO), have recently received much interest for achieving high efficiency and searching global optimal solution [7-13].

Gain scheduling is an alternative to controller parameter adaptation because it has the advantage that the parameters can be changed quickly, and thus, the system can follow rapid changes of the operating conditions. An optimal PID gain-scheduling system for providing faster responses to power requests in hydrogenerator applications was proposed in [14]. A gain-scheduling control system for dc motor drive was presented in [15], genetic fuzzy PID controller based on adaptive gain scheduling for load frequency control was proposed in [16], and an adaptive fuzzy gain-scheduling scheme for load frequency control was proposed in [17]. The application of the gain-scheduling regulator for high-performance position control of switched reluctance motor drives has been investigated in [18] and based on fuzzy logic control in [19] for obtaining a fast dynamic response over the entire speed range. However, the disadvantage such as designing logic controllers to need expertise of the human expert and determining parameters of the controller by trial-and-error limits its application.

In this paper, a GSAPI controller for three-phase IM drive system using PSO is presented and is to develop a high-performance control system for precise speed control of a three-phase IM drive. It has the advantage that the parameters can be changed quickly, and thus, the system can follow rapid changes of the different operating conditions. The controller parameters are adjusted based on the motor drive operating conditions. The real-time estimation of speed proportional–integral (PI) parameter is accomplished through a nonlinear compensation lookup table that takes into account the influence of load torque, and rotor speeds variation. The proposed GSAPI speed controller gains are allowed to vary within a predetermined range, is characterized by low computational time, ease of implementation and suitable for practical applications.

The remaining of the paper is organized as follows: in Section II, induction motor model is presented; The Section III, field oriented control of three-phase IM is discussed; A PSO is presented in section IV. Speed control schemes of three-phase IM are discussed in The Section V. Simulation and experimental results are given to demonstrate the advantage of the proposed scheme is described in Section VI and VII, respectively. Conclusion and reference are mentioned in the last section.

II. INDUCTION MOTOR MODEL

Squirrel-cage induction motor is represented in its de-qe dynamic model. This model represented in a synchronous reference frame is expressed as follows;

\[
\begin{align*}
V_{qs}^e & = -R_L L_{se} \omega_e L_a \omega_q + \frac{L_m}{L_t} \omega_q \omega_q + \frac{L_m}{L_t} \omega_q \\
V_{ds}^e & = -R_L L_{se} \omega_q R_s + p L_a - \omega_m L_{se} - \frac{L_m}{L_t} \omega_q \omega_q - \frac{L_m}{L_t} \omega_q \\
0 & = -R_L L_{se} \omega_q - \omega_q \omega_q L_{se} - \omega_q \omega_q L_{se} + R_s + p L_a \\
0 & = -R_L L_{se} - \omega_q \omega_q L_{se} - \omega_q \omega_q L_{se}
\end{align*}
\]

The electromechanical equation is also given by;

\[
T_e - T_L = J \frac{d\omega_r}{dt} + B \omega_r
\]

where, the electromagnetic torque is expressed as;

\[
T_e = \frac{3p}{2} \frac{L_m}{L_r} (I_{qs}^d \lambda_{qr}^e - I_{qs}^q \lambda_{dr}^e)
\]

where \(V_{qs}^e, V_{ds}^e\) are q, d-axis stator voltages respectively; \(I_{qs}^d, I_{ds}^q\) are d, q-axis stator current respectively; \(\lambda_{qr}^e, \lambda_{dr}^e\) are d, q-axis rotor flux respectively; \(R_s, R_e\) are the stator and rotor resistances per phase, respectively; \(L_m, L_r\) are the self inductances of the stator and rotor respectively; \(L_{se}\) is the mutual inductance, \(L_0\) is the leakage inductance, \(\omega_q\) is the rotor speed, \(p\) is the differential operator, \(T_e\) is the electromagnetic developed torque, \(T_L\) is the load torque, \(J\) is the rotor inertia and \(B\) is the rotor damping coefficient [20-22].
I d to are rotor resistance, rotor is, achieve high performance, field flux, is generated from slip SO was originally developed by u-current direct axis reference, is rotor time constant. Algorithm that currents e - 1, and rotor axialization. It is a simple and robust strategy in many species of dual inductance respectively.

\[ \psi_r \mid_{est} = \frac{L_m t_{ds}}{1 + \tau_r s}, \tau_r = \frac{L_r}{R_r} \]  

where \( \tau_r \) is rotor time constant.

The stator direct axis current reference \( i_{ds}^* \) is obtained from rotor flux reference input \( \mid \psi_r \mid^* \).

\[ i_{ds}^* = \frac{\mid \psi_r \mid^*}{L_m} \]  

Rotor flux position \( \theta_s \) is generated from slip frequency \( w_s \), and rotor speed \( w_r \).

\[ \theta_s = \int (w_s + w_r) dt \]  

The slip frequency is calculated from the stator reference current \( i_{qs}^* \) and the motor parameters.

\[ w_s = \frac{L_m}{L_r} \frac{R_r}{\mid \psi_r \mid_{est}} i_{qs}^* \]  

where \( R_r, L_r \) and \( L_m \) are rotor resistance, rotor inductance and mutual inductance respectively, and \( \mid \psi_r \mid_{est} \) is estimated rotor flux linkage.

The PI regulator compares the speed set point with the actual mechanical speed of the rotor and produces the stator current quadrature axis reference \( i_{qs}^* \). The stator current direct axis reference \( i_{ds}^* \) is usually kept constant at the value required to produce the nominal rotor flux. To operate the motor above its nominal speed a technique known as field weakening is used to reduce the rotor flux. The reference currents are compared with the measured stator currents. The error is used by the PI speed controller to generate the output stator voltages in the direct and quadrature axes. [23-26]

Fig.1 Three-phase IM vector control block diagram with adaptive PI speed controller using PSO

According to the three-phase IM model given above, the block diagram of a speed control for three-phase IM vector control with adaptive PSO-PI for speed control loop drive system (on-line) can be represented as shown in Fig.1. The motor parameters are given in appendix.

III. FIELD ORIENTED CONTROL OF THREE-PHASE IM

In order to achieve high performance, field-oriented control of three-phase IM drive is employed in this paper.

Fig.1 shows a block diagram of an indirect field-oriented control system for an IM. In this system, the d-q coordinate’s reference frame is locked to the rotor flux vector rotating at the stator frequency \( w_s \), and the IM is fed by a current controlled PWM inverter. The motor speed \( w_r \) is compared to the speed reference \( w_{r^*} \) and the error is processed by speed controller to produce a torque command \( T_{e^*} \).

The stator quadrature axis current reference \( i_{qs}^* \) is calculated from torque reference \( T_{e^*} \) as:

\[ i_{qs}^* = \frac{2 \frac{L_r}{3 p L_m} \frac{T_{e^*}}{\mid \psi_r \mid_{est}}} \]  

where,

\[ \mid \psi_r \mid_{est} = \frac{L_m t_{ds}}{1 + \tau_r s}, \tau_r = \frac{L_r}{R_r} \]  

where \( \tau_r \) is rotor time constant.

The stator direct axis current reference \( i_{ds}^* \) is obtained from rotor flux reference input \( \mid \psi_r \mid^* \).

\[ i_{ds}^* = \frac{\mid \psi_r \mid^*}{L_m} \]  

Rotor flux position \( \theta_s \) is generated from slip frequency \( w_s \), and rotor speed \( w_r \).

\[ \theta_s = \int (w_s + w_r) dt \]  

The slip frequency is calculated from the stator reference current \( i_{qs}^* \) and the motor parameters.

\[ w_s = \frac{L_m}{L_r} \frac{R_r}{\mid \psi_r \mid_{est}} i_{qs}^* \]  

where \( R_r, L_r \) and \( L_m \) are rotor resistance, rotor inductance and mutual inductance respectively, and \( \mid \psi_r \mid_{est} \) is estimated rotor flux linkage.

The PI regulator compares the speed set point with the actual mechanical speed of the rotor and produces the stator current quadrature axis reference \( i_{qs}^* \). The stator current direct axis reference \( i_{ds}^* \) is usually kept constant at the value required to produce the nominal rotor flux. To operate the motor above its nominal speed a technique known as field weakening is used to reduce the rotor flux. The reference currents are compared with the measured stator currents. The error is used by the PI speed controller to generate the output stator voltages in the direct and quadrature axes. [23-26]

IV. PARTICLE SWARM OPTIMIZATION (PSO)

PSO is a relatively new evolutionary algorithm that may be used to find optimal solutions to numerical and qualitative problems. PSO was originally developed by James Kennedy and Russell Eberhart in 1995, and emerged from earlier experiments with algorithms that modeled the flocking behavior seen in many species of birds [27].

PSO is well-known and popular search strategy that has gained wide-spread appeal among researchers and has been shown to offer good performance in a variety of application domains, with potential for hybridization and specialization. It is a simple and robust strategy based on the social and cooperative behavior shown by various species like flocks of bird, schools of fish. PSO
and its variants have been effectively applied to a wide range of real-life optimization problems.

In simulations, birds would begin by flying around with no particular destination and spontaneously formed flocks until one of the birds flew over the roosting area. Due to the simple rules, the birds used to set their directions and velocities, a bird pulling away from the flock in order to land at the roost would result in nearby birds moving towards the roost. Each particle moves about the cost surface at a velocity and tries to modify its position as shown in Fig. 2. Each particle represents a candidate solution to the problem. Each particle in search space has a current position \( x_i \) and a current velocity \( v_i \). Value of each particle, is determined by fitness function \( F(x_i) \).

![Fig. 2 Concept of modification of a searching point by PSO](image)

In the past several years, PSO has been successfully applied in much research and application areas. It is demonstrated that PSO gets better results in a faster, cheaper way compared.

A. PSO algorithm

The basic terms used in PSO technique are stated and defined as follows:

1. Particle \( X_i(\hat{t}) \): It is a candidate solution represented by a k-dimensional real-valued vector, where \( k \) is the number of optimized parameters. At iteration \( \hat{t} \), the \( j^{th} \) particle \( X(\hat{t},j) \) can be described as:
   \[
   X_j(\hat{t}) = [X_{j1}(\hat{t}); X_{j2}(\hat{t}); \ldots; X_{jd}(\hat{t}); X(\hat{t})_{jd}]\n   \]
   where, \( X_j's \) are the optimized parameters and \( d \) represents the number of control variables

2. Population: It is basically a set of \( n \) particles at iteration \( \hat{t} \).
   \[
   pop(\hat{t}) = [X_1(\hat{t}), X_2(\hat{t}), \ldots, X_n(\hat{t})]^T
   \]
   where, \( n \) represents the number of candidate solutions.

3. Particle velocity \( V(\hat{t}) \): Particle velocity is the velocity of the moving particles represented by a \( d \)-dimensional real-valued vector. At iteration \( \hat{t} \), the \( j^{th} \) particle \( V_j(\hat{t}) \) can be described as:
   \[
   V_j(\hat{t}) = [V_{j1}(\hat{t}); V_{j2}(\hat{t}); \ldots; V_{jd}(\hat{t})]
   \]
   where \( V_{jk}(\hat{t}) \) is the velocity component of the \( j^{th} \) particle with respect to the \( k^{th} \) dimension.

4. Inertia weight \( w(\hat{t}) \): It is a control parameter, which is used to control the impact of the previous velocity on the current velocity. Hence, it influences the trade-off between the global and local exploration abilities of the particles. For the initial stages of the search process, large inertia weight to enhance the global exploration is recommended while it should be reduced at the last stages for better local exploration. Therefore, the inertia factor decreases linearly from about 0.9 to 0.4 during a run. In general, this factor is set according to the following equation:
   \[
   \omega = \omega_{max} - \frac{\omega_{max} - \omega_{min}}{iter_{max}} \times iter
   \]
   where \( \omega_{max} \) and \( \omega_{min} \) are initial and final weights respectively, \( iter \) is current iteration number and \( iter_{max} \) is the maximum iteration number. The model using Equation (12) is called 'inertia weights approach (IWA)'.

5. Individual best \( X^*(\hat{t}) \): When particles are moving through the search space, it compares its fitness value at the current position to the best fitness value it has ever reached at any iteration up to the current iteration. The best position that is associated with the best fitness encountered so far is called the individual best \( X^*(\hat{t}) \).

   For each particle in the swarm, \( X^*(\hat{t}) \) can be determined and updated during the search. For the \( j^{th} \) particle, individual best can be expressed as:
   \[
   X_i(\hat{t}) = [X_{i1}^*(\hat{t}); X_{i2}^*(\hat{t}); \ldots; X_{id}^*(\hat{t})]
   \]
   In a minimization problem with only one objective function \( f \), the individual best of the \( j^{th} \) particle \( X^*_j(\hat{t}) \) is updated whenever \( f(X^*_j(\hat{t})) < f(X^*_j(\hat{t} - 1)) \).

   Otherwise, the individual best solution of the \( j^{th} \) particle will be kept as in the previous iteration.

6. Global best \( X(\hat{t}) \): Global best is the best position among all of the individual best positions achieved so far.
7. **Stopping criteria:** Termination of the search process will take place whenever one of the following criteria is satisfied:

- **The number of the iterations since the last change of the best solution is greater than a specified number.**
- **The number of iterations reaches the maximum allowable number.**

The particles are manipulated according to the following equations:

\[
V_{jd} = V_{jd} + c_1 r_1 (P_{jd} - X_{jd}) + c_2 r_2 (P_{jd} - X_{jd})
\]

(14)

\[
X_{jd} = X_{jd} + V_{jd}
\]

(15)

where, \( g \) is the best particle among all particles, \( c_1 \) and \( c_2 \) are positive constant and \( r_1 \) and \( r_2 \) are uniformly distributed numbers in \((0, 1)\).

**B. Advantages of PSO**

Many advantages of PSO over other traditional optimization techniques can be summarized as follows:

PSO is a population-based search algorithm. This property ensures PSO to be less susceptible to being trapped on local minima. PSO makes use of the probabilistic transition rules and not deterministic rules. Hence, PSO is a kind of stochastic optimization algorithm that can search for a complicated and uncertain area. This makes PSO more flexible and robust than conventional methods. PSO can easily deal with non-differentiable objective functions because PSO uses payoff (performance index or objective function) information to guide the search in the problem space. Additionally, this property relieves PSO of assumptions and approximations, which are often required by traditional optimization models. PSO has the flexibility to control the balance between the global and local exploration of the search space. This unique feature of a PSO overcomes the premature convergence problem and enhances the search capability which makes it different from Genetic Algorithm (GA) and other heuristic algorithms [27-30].

**C. Parameter settings for the PSO algorithm**

The proposed PSO based approach was implemented using Intel core i3, 1.0 GHz processor with 4 GB of RAM in MATLAB 10.0. Initially, several runs have been done with different values of the PSO key parameters such as inertia weight and the maximum allowable velocity. Other parameters are selected as a number of particles \( n=30 \), the iterations \( =150 \), \( \omega(t) \) varied between \((0.9 - 0.4)\) and the cognitive and the social parameters \( c_1 \) and \( c_2 \) which are be equalized \((c_1 = c_2 = 2)\), and \( r_1 \) & \( r_2 \) are random numbers uniformly distributed within \((0-1)\).

**V. SPEED CONTROL SCHEMES OF THREE-PHASE IM**

A general closed-loop of speed controller configuration under our consideration is composed of a motor-load system; a conventional fixed PI speeds controller, PSO-PI without gain-scheduling control and PSO-PI for gains scheduling (on-line) as depicted in Figs.3.

**A. Conventional Fixed PI Speed Controller**

A PI speed controller has been adopted to provide quick transient response and to ensure zero steady-state error. The conventional fixed PI speed controller can be constructed as shown in Fig.3a and follows [31]:

\[
u_c(t) = K_{pc}e(t) + K_{ic}\int e(t)dt
\]

(16)

where \( e(t) \) is the speed error, \( e(t) = w_{r*}(t) - w_r(t) \). The PI speed controllers gains \( K_{pc} \) and \( K_{ic} \) are the proportional and the integral constant gains, respectively, these are tuned at rated conditions and have these values along with different operating conditions.
B. Particle Swarm Optimization (PSO)

PSO is suggested by Eberhart and Kennedy in 1995 based on the analogy of swarm of bird and school of fish as mentioned before. The PSO mimics the behavior of individuals in a swarm to maximize the survival of the species. The main advantages of the PSO algorithm over other heuristic optimization techniques are summarized as: simple concept, easy implementation, robustness to control parameters, computational efficiency, lower sensitivity to the nature of the objective function and derivative free property unlike many conventional techniques as shown in Fig.3b [30]. An optimal control scheme based PSO Algorithm method is used for tuning the parameters of PI controller. The PSO algorithm is used to search an optimal parameter set containing $K_p$ and $K_i$. The parameters used for tuning the PSO algorithm and Simulink parameters are tabulated in Table.3 and in section IV(C) mentioned above [32].

C. Gain Scheduling Adaptive PI Controller [GSAPI]

Gain scheduling method is applied to three-phase IM for online tuning of the PI speed controller in presence of set point changes which obtaining the parameter of the speed controller gains using PSO optimization. It is counted as an adaptive method and offers a robust performance. The structure of this method has the ability of online tuning of the proposed PI with respect to time. It is also robust in presence of system uncertainties [33].

In this study, PI gain scheduling model structure is offered as shown as in Fig.3c by using PSO techniques. GSAPI used to solve the problems of other tuning methods, in order to meet the control objectives and to provide high performance of the drive.

The key feature of the proposed gain scheduling scheme of adaptive control is the reduced amount of computation. An easy and low cost practical implementation of the procedure is possible without employing expensive dedicated computing systems. This scheme is very easy to implement in practice since an existing PI speed controller is tuned automatically to control fast transient recovery and low overshoot in the dynamic response of the system. In this scheme, the gains are allowed to vary over a predetermined range for varying operating conditions. The gain scheduled PI speed controller output, which is considered as the reference torque of the motor can be described as:

$$T^*(t) = K_p(t) e(t) + K_i(t) \int e(t) dt$$  \hspace{1cm} (17)

where $K_p(t)$ and $K_i(t)$ are the proportional and the integral variable gains, respectively. These gains are obtained by using PSO techniques.

VI. SIMULATION RESULTS

The control algorithm of the control methods has been developed and simulated using the MATLAB/SIMULINK software based on the introduced mathematical model. The performance of the three-phase IM drive system is tested under different operating conditions. Simulation results include starting operation, step speed command, speed reversal and load impact. The performance of a gain-scheduling adaptive of a PI speed controller in comparison with conventional fixed PI and PSO-PI speed controllers is examined and assessed by computer simulations. The system parameters are reported in appendix.
controller as shown in Fig.7 gives a good performance in comparison with the conventional PI and PSO-PI without gain-scheduling control speed controllers. Fig.7a shows the reference and measured speeds under speed reversal. Clearly, the GSAPI speed controller exhibits superior performance in comparison with fixed PI and PSO-PI speed controllers, which suffer from overshoots and large settling time. We can notice that speed response of GSAPI has a minimum overshoot, minimum undershoot, which could be neglected and settles faster in comparison with two other controllers. It is also noted that there is no steady-state error in the speed response throughout the operation when GSAPI is activated as shown in Fig.7c.

Fig.7d shows the variations of $K_p(t)$ and $K_i(t)$ for starting, and speed changes for GSAPI at full load torque and speed reversal.

A. Step Speed Changes

The three-phase IM drive system is tested under different speed controllers at full load torque. Fig.6 shows the simulated speed responses under conventional fixed PI, PSO-PI and GSAPI speeds controllers. Fig.6a shows the reference and actual speeds under step speed change. It is obvious that the speed response with fixed PI speed controller and PSO-PI suffer from overshoots and large settling time in comparison to the GSAPI speed controller. It is also noted that there is no steady-state error in the speed response throughout the operation when GSAPI is activated as shown in Fig.6c. Furthermore, no oscillation in the torque response before it finally settles as shown in Fig.6b.

Fig.6d shows the variations of $K_p(t)$ and $K_i(t)$ for starting and step speed changes for (GSAPI) at full load torque, and step speed changes.

(b) Speed Reversal

The stability and synchronization of the drive system with the different controllers are examined during speed reversal. It is evident that the proposed
D. Load torque disturbances

The superiority of the GSAPI controller is proven and confirmed under load torque disturbance. Fig.8a shows the speed response of the three-phase IM drive system with command speed at 100 rad/sec, when load torque reference changes as shown in Fig.8b from no load to full load. It is observed that the speed recovers quickly, and the speed dip is low with GSAPI speed controller, which is not the case with fixed PI and PSO-PI speed controllers. It is obvious that these gains are adjusted to proper values during different operating conditions of the motor to give a fast dynamic response without steady-state error and takes a minimum rise time to reach the steady-state value as in Fig.8c.

Fig.7 Simulation response during speed reversal: (a) Motor Speed, (b) Motor Torque, (c) Motor Speed Error, (d) Variation of Kp and Ki for GSAPI.

Fig.8 Simulation response during Load torque disturbances: (a) Motor Speed, (b) Load Torque Reference, (c) Motor Speed Error, (d) Variation of Kp and Ki for GSAPI.
Fig. 8d shows the variations of $K_p(t)$ and $K_i(t)$ for starting, transient conditions and load disturbance for GSAPI at speed constant.

It is noted that, overall dynamic performances of the motor when operated at the GSAPI speed controller with PSO is better than the conventional PI and PSO-PI speed controllers, and the steady-state error of speed response is zero. Simulation results indicate that controllers designed using PSO approach guarantees good performance under various load conditions.

VII. EXPERIMENTAL RESULTS

With the objective of evaluating the employed topology, a laboratory prototype is setup. The block diagram of the experimental setup and a real view of the complete control system under different operation conditions are shown in Figs. 9 and 10, respectively. The main components of the system which labeled as in Fig. 10 are listed in Table 1. The proposed tuning of the speed controller in three-phase IM drives using GSAPI control is done on a digital signal processor board dSPACE(DS1104) plugged into a computer. The control algorithm is executed by ‘Matlab/Simulink’, and downloaded to the board through host computer. The output of the board is logic signals, which is fed to IGBT through driver and isolation circuits.
Table 1

<table>
<thead>
<tr>
<th>Label</th>
<th>Component</th>
<th>Label</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>Induction motor</td>
<td>D</td>
<td>DC machine</td>
</tr>
<tr>
<td>T</td>
<td>IGBT inverter</td>
<td>L</td>
<td>Variable resistance</td>
</tr>
<tr>
<td>B</td>
<td>Base Drive Circuit</td>
<td>E</td>
<td>Incremental encoder</td>
</tr>
<tr>
<td>H</td>
<td>Measurement Circuit</td>
<td>C</td>
<td>DC link capacitors</td>
</tr>
<tr>
<td>I</td>
<td>Interface circuit</td>
<td>PC</td>
<td>personal computer</td>
</tr>
<tr>
<td>S</td>
<td>All other power</td>
<td>P</td>
<td>Variable AC</td>
</tr>
<tr>
<td></td>
<td>suppliers</td>
<td></td>
<td>power supply</td>
</tr>
<tr>
<td>R</td>
<td>Rectifier</td>
<td>Sb</td>
<td>Snubber circuit</td>
</tr>
</tbody>
</table>

A. Conventional Fixed PI controller with hand tuning gains (Trial and Error)

The experimental results of motor speed and motor speed error in case of using conventional fixed PI controller with hand tuning gains are shown in Fig.11. It is illustrated from this figures that have zero steady-state error when operating. Nevertheless, the disadvantage of this PI controller is the occurrence of overshoot while speed change from 100 to 120 rad/sec and from 120 to 140 rad/sec, undershoot while speed change from upper to under change again.

![Fig.11 Experimental results of a conventional fixed PI speed controller during step change of speed: (a) Motor Speed, (b) Motor Speed Error.](image)

B. PI controller with PSO optimal gains

The experimental results of motor speed and motor speed error in case of using PI controller with PSO optimal gains are shown in Fig.12. It is noted that, overall dynamic performances of the motor when operated at PI controller with optimal gains with PSO is better than the hand tuning, the steady-state error of speed response is zero, the overshoot and undershoot is low when speed change. We can notice the difference between them through Figs.11 and 12.

![Fig.12 Experimental results of PSO-PI speed controller during step change of speed: (a) Motor Speed, (b) Motor Speed Error.](image)
from 100 to 120 rad/sec and from 120 to 140 rad/sec and return again.

Fig.13 Experimental results using GSAPI speed controller during step change of speed: (a) Motor Speed, (b) Motor Speed Error.

The benefits of the proposed GSAPI regulator in settling time and performance are validated by comparing Fig.13 with Fig.11 and 12, which shows the performance of the same three-phase IM drive with conventional speed PI; PSO-PI and GSAPI speed controllers.

This means that the GSAPI parameters are adjusted according to the speed and load torque conditions in order to meet the control objectives and to provide high performance of the drive. The gain of the controllers can be set to control fast transient recovery and low overshoot in the dynamic response of the system. GSAPI controller improves steady-state error with little or no overshoot.

Table 3 and 4 summarizes the simulation and experimental results of all three cases of the adaptive control method GSAPI compared with the conventional fixed PI and PSO-PI without gain-scheduling control speed controllers.

VIII. CONCLUSIONS

A gain scheduling adaptive PI controller for a three-phase IM drive using PSO has been presented in this paper. The three-phase IM drive system has been examined experimentally and by computer simulations with proposed controller, conventional fixed PI and PSO-PI. The gains of the proposed controller have been varied and tuned such that the drive system exhibits satisfactory transient and steady-state response under varying operating conditions. Simulation and experimental results show the effectiveness of this approach and demonstrate the usefulness of the proposed controller in high-performance drives. The proposed controller method has shown a good performance in comparison with the conventional fixed PI and PSO-PI controllers in terms of speed varied and load disturbances. Furthermore, the proposed method has characterized by simplicity, low computation time and ease of implementation. A comparison between the conventional fixed PI, PSO-PI controllers and a GSAPI one has shown the advantages of the proposed scheme.
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APPENDIX
The simulation and the experimental results for the proposed method are taken with the following specifications:

<table>
<thead>
<tr>
<th>Table 2</th>
<th>The induction motor parameters are as follows:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>1.5 HP</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>380 V</td>
</tr>
<tr>
<td>Rated current</td>
<td>2-8 A</td>
</tr>
<tr>
<td>No. of poles</td>
<td>4</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>7.4826 Ω</td>
</tr>
<tr>
<td>Rotor resistance</td>
<td>3.834 Ω</td>
</tr>
<tr>
<td>Mutual inductance</td>
<td>0.4114 H</td>
</tr>
<tr>
<td>Stator leakage inductance</td>
<td>0.0221 H</td>
</tr>
<tr>
<td>Rotor leakage inductance</td>
<td>0.0221 H</td>
</tr>
<tr>
<td>Rated speed</td>
<td>1400 rpm</td>
</tr>
<tr>
<td>Moment of inertia</td>
<td>0.035 kg.m²</td>
</tr>
<tr>
<td>Rated torque</td>
<td>7.5 N.m</td>
</tr>
</tbody>
</table>

Table 3
Gains of conventional PI and PSO-PI (off-line) controllers

<table>
<thead>
<tr>
<th>a conventional fixed PI</th>
<th>PSO-PI (off-line)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>0.5</td>
</tr>
<tr>
<td>$K_i$</td>
<td>4</td>
</tr>
<tr>
<td>$K_{pso}$</td>
<td>1.0143</td>
</tr>
<tr>
<td>$K_{i_{pso}}$</td>
<td>7.1623</td>
</tr>
</tbody>
</table>

Table 4
Gains of GSAPI speed controller

<table>
<thead>
<tr>
<th>$W_{r}$ rad/sec</th>
<th>$T_s$ N.m</th>
<th>$K_r$</th>
<th>$K_i$</th>
<th>$W_{r}$ rad/sec</th>
<th>$T_s$ N.m</th>
<th>$K_r$</th>
<th>$K_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2.5501</td>
<td>15.3058</td>
<td>0</td>
<td>1.0134</td>
<td>7.1623</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>2.7851</td>
<td>17.0301</td>
<td>1.75</td>
<td>5.3244</td>
<td>28.3254</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>2.9853</td>
<td>17.805</td>
<td>3.5</td>
<td>5.4408</td>
<td>30.4563</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.25</td>
<td>2.9853</td>
<td>17.8315</td>
<td>5.25</td>
<td>5.5542</td>
<td>30.5468</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3.0214</td>
<td>17.9094</td>
<td>7</td>
<td>5.9898</td>
<td>33.8245</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td>37.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2.6899</td>
<td>15.9958</td>
<td>0</td>
<td>3.0578</td>
<td>19.0623</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>2.5035</td>
<td>18.101</td>
<td>1.75</td>
<td>6.1578</td>
<td>30.9554</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>2.5954</td>
<td>16.8795</td>
<td>3.5</td>
<td>6.3212</td>
<td>31.0663</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.25</td>
<td>2.7120</td>
<td>16.9515</td>
<td>5.25</td>
<td>6.4625</td>
<td>31.6653</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.9225</td>
<td>17.0994</td>
<td>7</td>
<td>6.6045</td>
<td>35.0658</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td></td>
<td></td>
<td></td>
<td>-100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3.5486</td>
<td>23.2645</td>
<td>0</td>
<td>0.9073</td>
<td>5.6958</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>4.0852</td>
<td>23.3209</td>
<td>1.75</td>
<td>2.0284</td>
<td>9.5487</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>4.6025</td>
<td>23.6825</td>
<td>3.5</td>
<td>4.7853</td>
<td>15.4015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.25</td>
<td>4.6320</td>
<td>23.8315</td>
<td>5.25</td>
<td>6.5123</td>
<td>35.7714</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.6457</td>
<td>23.9094</td>
<td>7</td>
<td>7.2105</td>
<td>38.5478</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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