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Abstract

Vibration analysis can give an indication of the condition of rotating shaft highlighting potential
fault such as unbalance and rubbing. Faults may however occur intermittently and consequently to
detect these requires continuous monitoring with real time analysis. In this research, we describe
how to use Artificial Neural Networks (ANN’s) for classification of machine conditions by using
two sensor techniques. In this technique, calculated moments from times series are used as input
features as they can be quickly computed from measured data. Orthogonal vibrations are
considered as two —dimension victor, the magnitude of which can be expressed as time series.
Some  signal processing operations are applied to the data to enhance the differences between
signals. A fault signature data base is built which includes vibration signature of common failure
modes of critical components in rotating equipment. The database is used to train the neural
network to classify the different fault classes. Such expert system has some limitations because it

is tailored to a specific machine and specific faults under certain operating conditions, Comparison
is made with frequency domain analysis methods, which has some ambiguities when components
may, more or less overlap and certain faults may exhibit themselves in different ways in spectrum.
The results show that the success of the network is highly dependent on the deduced feature signal
which contain the symptoms of faults and healthy operation.

O IV are Jin dpu ) QoY1 Lo a5 51 50 3aeeY1 Alla e P pdise otany ol jl AWt Jo s
abubudgm,a).:maﬂf;_ﬁmamg,mﬁsJHduar_w ek L Llle oSy L JSU
iy Y1 CVS Cutal] duuanll CISuE) pladtul 488 Caad) 138 2 pdyy  JldaeYl o3 a il kigY
Al <l LI Anllae 2 duie 30 claal @l Oa A guaall o el ladiul o Al o4 (.l g pale

dagall Jidi gk Gl AV 5 (5 5aa Laaaal Ll
sac\a c.i_':g ‘:'.i .SJw‘,l u}un.;al LL‘JL&'YI 4;.“.:.& S."_ILI“-IE'.'I

$oale e Slulll 7l é_,&-\llca)\ai_ﬂ.&'}s
ey dulidl < LaY) uh‘g.:gesaﬁu_)uﬂs

o Al il Sl Aaslil Jlac O gl il Cilaay e Jaidi ) Juae Y1 cilanad @iy
Ul Caan ff a8y L dalis Y e Sla it 480 Gy il il 3aelE dlasid W5 3yl Y
Aagi Ll 5 AN s Gl LS clasln o (5 5a3 madla 558 o Jgeanll s L1 et 4yl
H.a.a.‘:QSqY;L.&a_,ﬁhllm%mh_uﬂw|wlgcjﬁ‘;dmmcaﬂlbuyuq&_$ﬂ!
AN g sanall L) Gl Sl Gallad sy Jusiil ool el |l YY) aany Sl 138 peilig
L_‘:J‘Q.'lll'l]la;'_)&n(ﬁ.ﬁj.EJLAMLJJ_}EM%MMYJ%MEMMJAMPLLW i yeSiy

and daanlall oo gl Jalal Leaie i Jea g Lf“

L,SJ:’S‘,rI"]lJ#'ifui d..!l;ﬁltj‘)hd.aig-_,-_“ Wloag

sl Cadal) qazs.b;ad_).b.s Qall edad Lazie SIS, il gxal

Keywords: Condition Monitoring-Signal Analysis-Vibration Measurements- Artificial Neural

Networks

1. Introduction

In last thirty years predictive maintenance through
vibration analysis has been used intensively in the
process industries for machine health monitoring
specially for rotating machine [1], [2], [3], [4], [5). In
this technique the oscillation forces are excited just in
the place of defect appearance and the machine is
“transparent” for vibration; where vibration contains
maximum diagnostic information. This has two
significant advantages in fault detection: first, short

non stationary effects which periodic analysis could
miss; will be detected; second a fault, which could
have catastrophic effects in a short time could be
detected and machine can be shut down before
serious damage occur. The integrated use of neural
network and vibration analysis technologies offers
advantages not available by the use of either
technology alone, [6],[7]. Machine condition
monitoring requires the recognition of patterns in
noisy data. Feed forward artificial neural networks
have been used in a wide variety of pattern
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recognition  applications  including  vibration
monitoring [8], [9]. Their ability as a universal
approximation allows the transformation of a set of
input features for which the condition classes may be
separated by a highly nonlinear boundary to a set of
outputs which can be easily separated with very little
computational cost. This transformation can be
trained using input features for known conditions and
by minimizing the mean squared error for the output.
The two sensor technique in which the related
responses of two sensors, as a system whose
characteristics are unknown responding to an
unknown driving source, is used to illustrate such
integration [10].

Neural networks with their
characteristics associated with different types and
sources of vibration can enhance the ability to
interpret the measurements in this technique [11].
The purpose of health monitoring in rotating machine
is to detect and diagnose faults in an early stage,
which may be feasible since many faults will
manifest themselves as pure tones or strange noises
in the overall machine vibration. The conventional
approach would be to use many heuristics about the
structure properties of the machine and look in the
vibration spectrum for specific fault — related
components with increased amplitude compared to
previous measurements. This could be done either
manually (the skilled operator) or on the basic of a
rule — based system. It becomes immediately clear
that in this approach one has make large fault —
databases for each new machine, since every
machine vibrates in its own specific manner.
Moreover, disturbances from nearby machines or
irrelevant vibration sources along with ambiguities in
the vibration spectrum may lead to situations that are
not in the database, or wrongly assumed to be in the
database. A frequency spectrum is often difficult to
interpret because of the large amount of overlapping
frequencies.

2. Machine Health Monitoring with Neural
Network

A feed forward neural network is a network of
interconnected neurons, arranged in at least three
layers (an input, hidden and output layer), as shown
in Fig. (1-d). A neuron consists of a summation of
the incoming links to a neuron, followed by the
application of a nonlinear function (usually a sigmoid
activation function), see Fig. (1-b). An adjustable
bias is included in each neuron as well. The outputs
of neurons in the previous layer are weighted by
adjustable weights before their value is used as input
to a neuron in the next layer. A feed forward neural
network is capable of approximating any function to
arbitrary accuracy, provided the number of hidden
units is chosen adequately. For example, the network

ability to leamn

can be taught to learn indicator functions, in which
case a classifier is obtained, see Fig (1-c) Neural
network training is a supervised learning procedure
see Fig(1-a) in that the outputs corresponding to a
training sample are known and used to adjust the
network weights to decrease the error on the output.
This is done for multilayer neural networks with the
error back propagation algorithm [12]. The neural
network training procedure is a form of empirical
risk minimization (ERM) and bares the risk of
overtraining. Recall that the performance of a
learning machine is determined by its capacity to
learn a function (bias) and by the spread in its
predictions over several instances of the learning set
(the variance). Because of its universal
approximation property [13], a neural network with

zero bias can always be constructed if the
architecture is chosen properly.
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Fig. (1) Feed-forward Neural Networks:
a. Supervised Learning b. Artificial Neuron.
c. Neural Classifier.  d. Layer of Neurons.

In this work machine health monitoring is seen as a
learning problem. We use learning methods for
automatic processing and interpretation tasks in
machine health monitoring. A practical system for on
—line machine health monitoring comprises the
subtasks shown in Fig. (2),[9]. After measuring
machine vibration (usually with a set of vibration
transducers), the instantaneous measurement time
series have to be characterized in order to use them
for health indication (feature extraction). Prior to this
processing of measurement signals in the time
domain (temporal processing), we can improve signal
—to-noise ratios or focus on fault —related vibration
sources by using the spatial diversity and redundancy
in a multi-channel vibration measurement taking
several measurements of a machine that operates
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normally in varying operating conditions and finding
a suitable characterization of the measurements
(using monitoring heuristics and prior knowledge
about the machine) leads to a description of the
normal behavior of the machine ( signature or
generalized fingerprint ). This description can be
used to detect deviating vibration patterns, which
may be used as the basis for detection of faults in a
machine. Knowledge about the parts of the space
occupied by failures can then be used for diagnosis of
faults. This knowledge can either be present
beforehand, e.g. in the form of heuristics and
knowledge from previous case studies, or be acquired
during machine operation. Ultimately, one would like
to use the transition of the machine to a wear — or
‘incipient failure’ state as an indicator of the time —
to- failure, in other words to analyze the trend in the
health index.

The two sensor technique, in which one
accelerometer is used, as the input to the neural
network and the Power Spectral Density PSD often
sampled time series from the other accelerometer,
taken at the same time, is taken as the desired output
of the neural network is used. The network is trained
using pairs of spectra when the component or system
is known to be operating properly. The trained neural

network is then put into a monitoring mode to predict
the output (second) sensor from the input (first)
sensor and a comparison is made between the
predicated and actual output signal. In almost every
situation, both sensors measure output vibration
induced by a driving function (e.g., unbalance in a
rotating system or rub in a shaft, or wear in moving
parts).

3. Experimental Setup

To design an effective machine condition monitoring
system, data must be acquired for all the conditions,
which need to be classified. It is necessary to have
data for use in the design stage of the condition
monitoring system (this is the training data for the
artificial neural network) as well as independent test
data, which has not been used in the design stage to
validate the system.

Test data has been taken from the maintenance
record at Abu Sultan Power Station Unit shown
schematically in Fig.(3). Axial and radial transducers
were attached to one of the bearing blocks. The data
taken from bearing # x1 is used as input to the
network training, and the data taken from bearing
#x2 is used as desired output to the network testing.
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Fig.(2) Machine Health Monitoring with Learning Methods.
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Fig.(3) Experimental Setup
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Axial and radial vibration signals taken by

piezoelectric amplifiers were conditioned and then

recorded using a Data Collector. Using this

equipment, it was possible to create four different

machine conditions.

a. (N-N) No faults applied the shaft displacement is
small.

b. (R-N) Only rub is applied: The shaft orbit follows
a highly irregular path.

¢. (U-N) Only unbalance fault is considered: the
shaft orbit is an approximate circle.

d. (U-R) Both rub and Unbalance are applied.

The shaft follows an irregular path, but the average
displacement from the center is larger than without
the unbalance. These conditions were created for a
range of different machine speeds from 735RPM to
955RPM. Changing the motor speed changes the
exact path the shaft follows. For example with the U-
N condition, as the motor speed increases, the radius
of the circle increases. The automatic classification
system has to be insensitive to these changes.

The feed forward neural networks were trained and
implemented using the back propagation with
adaptive learning [14], [15]. For training we used
bearing #xlas input and bearing #x2 as desired
output (without input scaling) Fig.(4) shows the
variation of the measured amplitude at bearing at no
fault case. Fig.(5) shows the amplitude for the rub
fault case. Fig.(6) shows the amplitude for the
unbalance fault. Fig. (7) shows the amplitude for
both rub and unbalance fault case. Each figure has
two graphs, one represent measurement at bearing
#x1 used for training and the second at bearing #x2
used for testing. The network architecture is taken as
(16-5-4) which means 16 input feature being used for
classification, as shown in Fig.(8). Each input was
scaled by a constant factor, which is taken equal to
the largest estimate of that feature in the training data
set. The network has a hidden layer with five
neurons. The output layer has four neurons to
represent the different fault classes, these are:

a. (0,0,0,0) For no Fault.

b.(0,1,0,0) For Rub Fault.

¢.(0,0,1,0) For Unbalance Fault

d. (0,1,0,1) For Rub and Unbalance fault condition.
The error tolerance is taken equal to 0.01 and the
learning parameter is taken equal to 0.1 and the
number of cycle is taken equal to 1000 cycle. The
network shows a training success equal to 99.67% for
training and 99.66 for testing the No fault case. The
network shows a success equal to 74.75 % for
trairlling and 74.67% for testing for the case of Rub
Fault.

For the case of unbalance, the network shows a
success result of 74.62% for training and 74.27% for
testing. For both fault scenario, and increasing the

input feature to 20 readings instead of 16, so we have
(20-5-4) architecture, keeping the other parameter
values, the network shows a success of 50.3% for
training and 48.20% for testing. The result shows that
the model is good for single fault but is week for
mixed faults, and we have to increase the sample data
for combined faults.

4. Comparison with Frequency Domain Analysis

Of the frequency domain methods, only direct
application of the FFT is suitable for real-time
implementation. This method however requires the
signal to be statistically stable. Since an FFT
produces many frequencies bins, related to the
number of samples used to compute it, there still
requires a decision over which frequency
components to use as features.

Harmonics of the rotation frequency dominate the
signal and therefore the features chosen were those
bins, which correspond to the first ten harmonics of
the signal. This creates a network with the same
number of inputs as the network, which classified
using amplitude. However, using these would require
a larger network. It is also possible that spectral
energy lies at frequencies, which are not harmonics
of the rotation speed, and therefore a better choice of
FFT bins, not arbitrarily chosen, could possibly give
improved results. However it may be that problem
such as the random nature of the signal, spectral
leakage and the low spectral condition than might
have been expected. In many other machines, it may
be that FFT analysis could provide a useful set of
features, which could be used as an alternative or in
addition to time averages.

Conclusion

In this research, the use of artificial neural networks,
as part of a system for continuously classifying the
loading conditions of a shaft has been described.
Simple signal processing operations were applied to
estimate time —invariant features, which were used as
network inputs.

Amplitude of the vibration time series was evaluated
as they can be computed quickly and can therefore be
estimated in real time. It was found that by
combining the orthogonal measured vibrations into a
complex time series, the magnitude of this could be
used as a time series.

From this research we demonstrate two faults only.
But it can be used to demonstrate any other type of
signal faults by making the same modeling. From the
obtained results, we can conclude that the network
give very good results for classify no fault case. Also
it gives good results classifying rub or unbalance
faults for different simulated network architecture.
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But using network for classifying two faults at the

same time gives result artificial neural networks for

one fault classification would be preferred. However

there is some fundamental limitation of such system

in real implementation.

— It is often no feasible to specify all possible fault
scenarios beforehand.

— Explicit heuristics will rely too much on the
operating conditions of the machine.

— Individual machine vibration behavior can
deviate largely from the expected behavior.

Hence, such an expert system may be tailored to a
specific machine in a specific environment at specific
time, but g eneralizing the knowledge that is present
in the system to somewhat different machines may be
impossible.
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